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Abstract

Selecting the most suitable and cost-effective weblebrities for
product promotion and marketing is a major need for every
merchant. In this paper, we model the weblebrity selection
problem as a budget-aware recommendation system tor at-
tack problem and propose a general framework CASA, which
treats weblebrities as attack samples, models the weblebrity
recommendation problem as a black-box attack process on
an NN-based model, and uses the method based on per-
turbed sample points related to the interpretability of black-
box models to model the influence of attack sample points, so
as to filter the most influential and cost-effective attack sam-
ple points.
In this work, we (i) explain how we model the problem as
a complete recommendation system tor attack problem. (ii)
use a perturbed sample point-based approach to obtain the in-
fluence of the training samples of a black-boxed NN-based
recommendation model. (iii) Integrating user social relation-
ships to aid in improving the recommendation results of the
black-box recommendation model to make the recommenda-
tion results more relevant to the problem context (iv) Employ-
ing suitable approximation algorithms in multiple modules to
reduce the model time complexity.
The experimental results show that our model can well filter
the most cost-effective weblebrities list and is applicable to
all NN-based recommendation models.

1 Introduction
Since 2019, the trend of ”weblebrities live with goods rec-
ommendation” has swept the Internet e-commerce platform.
According to the research report on China’s live e-commerce
industry in 2021 released by Ariadne Consulting, by the
end of 2020, the size of China’s live e-commerce users has
reached 388 million people, and nearly two-thirds of them
will watch and then make purchase.

Recommendation system is an information platform
closely related to the effect of weblebrities goods recom-
mendation. The recommendation system is an important part
of the major online service platforms and information sys-
tems in the Internet era, which effectively completes the
connection between users and information by looking for
their personalized characteristics and needs, so as to rec-
ommend items of interest to users and help them get out
of the dilemma of information overload(Covington, Adams,
and Sargin 2016).

Figure 1: The weblebrity bandwagon is regarded as a rec-
ommendation system tor attack Before the attack, the rec-
ommendation system considers user 4 (Dr.) to be most sim-
ilar to user 1 (Gentleman), and thus gives a prediction of 1
point for the target item; after the attack, the recommenda-
tion system considers user 4 (Dr.) to be most similar to user
5 (Weblebrity), and the social trust graph shows that user 4
(Dr.) trusts user 5 (Weblebrity), and thus gives a prediction
of 5 points for the target item.

From the perspective of recommendation system, the
”weblebrities live streaming recommendation” can be re-
garded as a kind of recommendation system torrent attack. A
recommendation system shilling attack is an attack in which
an attacker uses some strategies to generate artificially set
fake user data and inject it into the recommendation system
in order to increase the recommendation rate of his prod-
uct (i.e., the target of the attack). Figure1 shows an example
of a recommendation system suffering from a trust attack,
resulting in skewed recommendation results, using Netflix
recommendation as a scenario.

The most important issue for merchants in the scenario
of ”weblebrities live recommendation”, is how to select the
right weblebrities to maximize the target product recommen-
dation rate under the above constraints, considering that dif-
ferent weblebrities have different social influences and bud-
gets. To solve this kind of problem, this paper proposes a



general framework CASA, which firstly treats weblebrities
as fake users that can be set artificially, and the products rec-
ommended by weblebrities can be regarded as attack tar-
gets; then, this paper models the recommendation system
as a black-box NN-based model considering social network
graph relations(Li et al. 2021), and models the weblebrities
recommendation problem as a black-box attack on the NN-
based model. process; then, the perturbation training point-
based method(Koh and Liang 2017) proposed by Pang in
the field of black box model interpretability models the in-
fluence of attack sample points, so as to filter out the most
influential cost-effective attack sample points. Specifically,
the model consists of four modules: recommendation sys-
tem module, attack generation module, weblebrities influ-
ence evaluation module, and budget-aware weblebrities se-
lection module.The functions implemented in each of these
modules are as follows:

(1) In the attack generation module, we adopt the per-
spective of recommendation system to attack to construct
the attack data and use the random attack to generate the
shilling attack data and inject it into the recommendation
system module.

(2) In the recommendation system module, we integrate
the user social network relationship and uses SPEX 3, a so-
cial network recommendation system framework that com-
bines the principle of path prediction based on the attention
mechanism graph, to model the social influence of weblebri-
ties, so as to assist the traditional recommendation task to
give recommendation results and make the recommendation
results and the overall framework closer to the realistic con-
text.

(3) In the weblebrity influence evaluation module, we
model the recommendation system model as a black box
model and uses a method based on perturbed sample points
from the black box model interpretability work to quan-
tify the influence of individual weblebrities. This approach
makes the framework compatible with arbitrary unknown
recommendation systems.

(4) In the budget-aware weblebrities selection module,
this paper adopts Box-Cox transformation to Gaussianize
the data distribution of each weblebrity measure obtained,
so that it has a statistically significant and interpretable lin-
ear relationship. And a greedy algorithm is used to give a
list of the most suitable weblebrity budgets. In addition, an
approximate algorithm framework is evaluated in this paper
to solve the problem of high time complexity of the greedy
algorithm.

2 Related Work
2.1 Recommendation System
Most of the traditional recommendation system algorithms
are based on the idea of collaborative filtering(Goldberg
et al. 1992), which can be further divided into two cat-
egories, namely content-based collaborative filtering algo-
rithms and model-based collaborative filtering algorithms.
Content-based collaborative filtering analyzes the interac-
tion data between users and goods, finds out the users or
goods that are most similar to the target users or goods

(i.e., neighboring users/neighboring goods) based on the
idea of nearest neighbor, and then recommends the tar-
get users according to the hobbies of neighboring users/-
goods, whose representative algorithms are UserKNN and
ItemKNN(Sarwar et al. 2001). Model-based algorithms take
the user-goods interaction data as training data and use ma-
chine learning methods to build prediction models (Breese,
Heckerman, and Kadie 2013), such as the matrix decom-
position model(Koren, Bell, and Volinsky 2009) proposed
by Koren in 2009, which decomposes and maps the user-
goods interaction matrix into two low-dimensional joint hid-
den factor spaces, corresponding to user preferences and
goods, respectively. features, and the BPR model(Rendle
et al. 2009) proposed by Rendle et al. in 2012 improves the
above matrix decomposition model by partial order loss.

With the rapid development of deep learning, a large num-
ber of deep learning techniques began to be introduced into
recommendation systems, giving birth to a large number of
recommendation system algorithms. Some of these works
utilize the powerful expression learning of neural networks
to characterize the massive amount of information related to
the user and items. For example, NeuMF(He et al. 2017) ex-
tends the traditional matrix decomposition model and uses
a nonlinear multilayer perceptron to characterize the user-
item interaction information; VAE(Sedhain et al. 2015) is
based on self-coding techniques and gives recommendation
prediction by means of missing value prediction. In recent
years, researches in graph recommendation systems (Yu,
Zhang, and Qin 2022) (Zhao et al. 2022) has gradually be-
come mainstream. However, graph neural network recom-
mendation systems often face the cold start problem, so
solving the cold start problem (Tao et al. 2022) (Neupane
et al. 2022) is a major problem for graph neural network
recommendation systems.

Another part of the work uses neural networks to pro-
cess multimodal data such as text, images, audio, video, and
graphs to complement the traditional recommendation inter-
action data to give better recommendations. For example,
VPOI(Wang et al. 2017) interacts with user hidden factors
and item hidden factors by building image features; another
example is SPEX(Li et al. 2021) which is a framework for
analyzing social network relationship graphs to assist rec-
ommendation systems in making decisions.

2.2 Shilling Attack
The Shilling attack technique is a class of attack that
achieves the purpose of attack by forging a set of fake user
data to be injected into the user feedback data, the problem
was first proposed by Mahony in 2002(Gunes et al. 2014),
the attack of Shilling attack is an attack in the training phase.

According to the classification of attack intent, Shilling at-
tacks can be divided into two categories: random attacks and
targeted attacks. Random attacks(Lam and Riedl 2004) in-
discriminately induce the recommendation system to output
inaccurate recommendation results for all users and prod-
ucts, with the goal of reducing the overall performance of
the recommendation system. Targeted attacks, on the other
hand, are targeted to mislead the recommendation system to
produce incorrect prediction results on the target items, and



are mainly divided into two categories, push attacks and nu-
clear attacks.(Williams, Mobasher, and Burke 2007)

Using ML technology, some studies(Fang et al. 2018)
formulate the TO attack as an optimization problem and
find the approximate solution by projective gradient descent;
others(Christakopoulou and Banerjee 2019) use adversar-
ial generative networks (GANs) to generate fake user data
based on the idea of adversarial learning. (Tang, Wen, and
Wang 2020) combines these ideas and models the hidden
feedback recommendation system as A two-layer optimiza-
tion model that uses adversarial generation to generate fake
user data. In addition to this, there are also some recent stud-
ies in the literature on cross-domain (Fan et al. 2021), fed-
eral learning (Rong et al. 2022) (Wu et al. 2022) attacks in
recommendation system.

2.3 Black-Box Model Interpretability
In the field of black box model interpretability, most of the
studies have been analyzed and studied based on perturb-
ing the input observation output. For example, Simonyan
and many other scholars have proposed prediction by per-
turbing the test points and interpreting the model (Adler
et al. 2018)(Simonyan, Vedaldi, and Zisserman 2013) by the
change in the prediction points. While Ribeiro et al. tried
to explain the black-box model by fitting a simpler model
locally around the test points(Ribeiro, Singh, and Guestrin
2016). Pang et al. proposed a method based on perturbed
training points to find the influence of each training point
on the results of the black-box model, and thus explain the
black-box model(Koh and Liang 2017). Since the method
can trace the source of the model parameters, i.e., the train-
ing samples, the method has stronger explanatory power.
Therefore, this paper uses Pang’s method to explore the in-
fluence of training points on the overall recommendation
model.

3 Model
3.1 Problem Definition
Given an interaction matrix X ∈ ℜ|U|,|I|, where U repre-
sents the set of users and I represents the set of items. The
weblebrities set X̂ is a subset of X . Any element xi,j in X

and X̂ represents the rating of item j by user i. Then given a
trust directed graph G<U,T >, point set U of this graph con-
sists of the set of users and edge set T consists of the trust
relationships between users. Finally, given a budget set p,
this budget set has a budget price for any weblebrity.

The goal of this paper is to return an optimal list of Û we-
blebrities users with the above interaction matrix X , trust
graph G<U,T > and budget set p, which satisfies the condi-
tion that the required budget is smaller than the given budget
M , when the interaction matrix X , trust graph G<U,T > and
budget set p are given. under the condition that its effect
of targeted attack (measured using sum of influence) on the
overall recommendation system Itotal is maximum.

3.2 Framework
In this paper, a complete model framework is built, as shown
in Figure 3-1. The model consists of five modules: input

module, attack generation module, recommendation system
module, weblebrity influence evaluation module, and we-
blebrity screening module, where the other four modules
except the input module are independent of each other, i.e.,
the algorithms used in any module can be replaced indepen-
dently without affecting the overall framework.

Among them, the input module is responsible for receiv-
ing and preprocessing the given interaction matrix X , so-
cial network trust graph G<U,T > and budget set p data. The
attack generation module accepts the incoming set of neti-
zens from the input module, generates the pre-processed TO
attack data and then inputs them into the recommendation
system module for recommendation together with other in-
put data from the input module. In the recommendation sys-
tem module, this paper uses the SPEX improvement frame-
work to process the social trust network data to characterize
the social influence of different weblebrities, and uses the
framework to assist any black-box recommendation model
to give recommendation results. The influence evaluation
module is responsible for finding the influence of each train-
ing point on the results of the black box model using the
trained recommendation system module data and the train-
ing data of weblebrities using the perturbation-based train-
ing point method proposed by Pang et al. Finally, the ob-
tained influence is passed to the weblebrities filtering mod-
ule, and any of the algorithmic frameworks is used to give
the best Û weblebrities set list required in this paper.

3.3 Attack generation module
In a realistic sense, most of the data of weblebrities cannot
be modified at will. Therefore, this paper adopts a simple at-
tack strategy in the attack generation module, i.e., the rating
value xu,k of weblebrities users u on the target commodity
vector k is set to the highest.

3.4 Weblebrities filtering module
In the weblebrities filtering module, this paper provides two
filtering strategies, one is based on the greedy algorithm
framework and the other is a simple approximate ranking al-
gorithm. The overall algorithmic framework of the full text
using the greedy algorithm framework is shown in the algo-
rithm.

In order to make the ”Influence Cost Ratio” truly repre-
sent the Influence Cost Ratio of the weblebrity to the rec-
ommendation system, it is required that the three parame-
ters of Hit, Influence and Budget P of the weblebrity to the
recommendation system satisfy a linear relationship. There-
fore, we preprocess the Influence obtained from the influ-
ence evaluation module of the weblebrity and the price P in
the budget set, and map them nonlinearly to Gaussian distri-
bution data. Then, by selecting the optimal solution of Influ-
ence to Budget ratio for each weblebrities, and then recal-
culating the model and Influence after updating the data, we
obtain the list of globally optimal solutions for weblebrities.

3.5 Recommendation System Module
The function to be achieved by this module is to train a rec-
ommendation model that accepts data from the user product



Figure 2: The weblebrity recommendation is regarded as a recommendation system shilling attack Before the attack, the
recommendation system considers user 4 (Dr.) to be most similar to user 1 (Gentleman), and thus gives a prediction of 1 point
for the target item; after the attack, the recommendation system considers user 4 (Dr.) to be most similar to user 5 (Weblebrity),
and the social trust graph shows that user 4 (Dr.) trusts user 5 (Weblebrity), and thus gives a prediction of 5 points for the target
item.

interaction matrix X in order to give suitable recommen-
dation results. Since the SPEX framework can assist any
black-box model to give recommendation assistance based
on social networks, this is in line with the need for a black-
box recommendation model in the context of the problem.
Therefore, we adopt the SPEX framework (Li et al. 2021) to
train the user trust social network graph G<U,T >, and sim-
ulate the individual influence heterogeneity of weblebrities
and ordinary users in the recommendation system through
user social relationships to influence the recommendation
results.

Through the prediction and modeling of influence prop-
agation paths, SPEX captures the information contained
within the social homogeneity to make social recommenda-
tions, and combines with the original recommendation train-
ing task and balances the task loss by means of multi-task
learning. Figure 3(Li et al. 2021) shows the principle of the
SPEX prediction framework.

3.6 influence assessment module for weblebrities

The function to be achieved by this module is to receive the
recommendation results from the recommendation system
module for processing, and then return the influence of the
given weblebrity training samples on the model. The follow-

Figure 3: Framework of SPEX

ing derivation of 1 will give the formula of the influence of
the weblebrity training samples on the model.

Let L(u, θ) denote the loss function of user u when the
parameters of the proxy model are θ, then the total loss can
be expressed in terms of empirical risk as

1

n

u∑
i=0

L(ui, θ) = L(X, θ). (1)

Therefore, the estimation of the model parameters from

1the later formula derivation is referenced from Pang et al.’s
study (Koh and Liang 2017)



ERM (empirical risk minimization) can be obtained as

θ̂ = argminθL(X, θ). (2)

At this time, a small perturbation is made to the weight
of a netroots user ui, that is, the weight of the netroots user
ui in the training set is increased by ϵ, and the netroots user
is less falsifiable in a realistic sense, and only some of the
goods can be perturbed, and the model parameters at this
time will become

θ̂ϵ = argminθL(X, θ) + IϵL(ui, θ). (3)

where I is a vector whose dimension is consistent with
the set of items I and consists of only 0/1 values. Ij = 0
means that this user is not perturbed for item j and Ij = 1
means that this user is perturbed for item j.

Define the influence function of the training sample on
the parameters as the value of the gradient of the parame-
ters to the perturbation when the perturbation ϵ → 0. From
Newton’s method, the influence on the parameters is solved
as:

Iparams(ui) = IT
dθ̂ϵ,ui

dϵ
|ϵ=0 = ITH−1

θ̂
∇θL(ui, θ̂), (4)

where Hθ̂ = ∇2
θL(X, θ̂) is the Hessien matrix of empiri-

cal risk.
The influence function of the training sample on the total

Loss of the recommendation model yields

Iloss(ui) = −(I∇θL(X, θ̂))TH−1

θ̂
∇θL(ui, θ̂). (5)

In this paper, we also use the Stochastic Estimation
method proposed by Pang et al.’s study (Koh and Liang
2017) to achieve the efficient calculation of the above Loss
influence function.

4 Experiment
This section will briefly describe the work in the experimen-
tal part of this paper. This part of the experiment will answer
the following questions.

Question 1: Is the influence described above valid as a
weblebrity influence?

Question 2:How different are the results given by the ap-
proximation framework proposed in this paper, after greatly
reducing the time complexity, from the results of the greedy
algorithm?

Subsequently, this paper will conduct two parts of exper-
iments based on the above setup. The first part of the exper-
iments is the influence-based attack effectiveness evaluation
experiment, which answers question 1 in detail. the second
part is the comparison experiment of two netroots screening
strategies, which answers question 2 in detail.

4.1 Experiment Setting
Data The data used in this paper is the Epinions dataset
2,which is a large scale, commonly used movie rating dataset

2http://www.trustlet.org/epinions.html

in the field of recommendation systems. It contains informa-
tion about users’ ratings of movies and social information
among users, where social information is measured using
user-to-user trust relationships. The dataset X used in this
paper contains 12,645 user ratings of 12,455 products, a to-
tal of 365,219 user product interaction items, 699,893 trust
relationships between users, and 152,638 influence propaga-
tion paths are derived from them.

Due to the lack of real-existing weblebrity candidate list
and budget data corresponding to each weblebrity, this pa-
per independently selects the weblebrity candidate list and
randomly generates the budget data corresponding to each
weblebrity.

Hardware The machine configuration for running the
model in this paper is as follows.

• CPU: two Intel(R) Xeon(R) CPUs, model E5-2678 v3
@2.50GHZ.

• RAM: 256GB.
• graphics: four GeForce RTX 2080Ti, where each card

has 11GB of video memory.

Metrics In this paper, we use three metrics,
Hit@20,Hit@50,CE loss, to measure the effect of the
attack, and use the coincidence rate and Kendall rank corre-
lation coefficient to measure the effect of the approximation
framework on the simulation of the greedy algorithm. The
specific meanings of the metrics are shown below.

• Hit@N: refers to the frequency that the target item k ap-
pears in the list of N recommendations returned by the
recommendation system to all users. In this paper, we
choose two common metrics, N=20 and N=50.

• CE Loss: The cross-entropy loss value of the recommen-
dation prediction value matrix X̂ returned by the recom-
mendation system and the target matrix T (defined as the
matrix with the same shape as X̂, only the column value
corresponding to the target commodity K is 1 and the rest
values are 0).

• Overlap ratio: The number of netmarkets whose list given
by the approximation framework is consistent with the
list given by the greedy algorithm divided by the average
total number of netmarkets.

• Kendall rank correlation coefficient: defined as τ =
C−D
N , where N is the total number of netroots, C is the

logarithm of elements in the same order, and D is the
logarithm of elements in the inverse order. This metric is
commonly used to measure the similarity of sequences.

4.2 Influence Calculation Result
This part of the experiment aims to measure whether the we-
blebrity filtered using influence does produce a better attack
effect on the recommender system. The specific experimen-
tal steps are as follows.

1. Select the number 0-299 in the user set U as the candi-
date list of weblebrities,set the total budget as 300, all
weblebrities have the same budget price, and the value is
2.



Figure 4: comparative results of indicators in each group
The results of the graph are taken from the thirty repetitions
of the experiment to take the best performance of the recom-
mendation effect on the test set in one round, ABCDE five
groups of experiments were compared with the meaning of
the above, it can be seen that the attack performance with
the 150 highest influential netizens for the attack (group A)
is the best.

2. uses the weblebrity influence evaluation module to filter
out the 150 weblebrities with the highest influence on a
specific product K among the 0-299 weblebrities.

3. Five sets of experiments are designed to attack the rec-
ommender system separately, and the set of weblebrities
used in the attack are: A. 150 weblebrities with the high-
est influence among numbers 0-299; B. 150 weblebrities
with the lowest influence among numbers 0-299; C. 150
weblebrities randomly selected among numbers 0-299; D
. 150 randomly selected weblebrities among all users; E.
no attack

The experimental results are shown in the following figure
4. Comparing the results of the five groups of experiments,
we can see that the weblebrities with high influence actually
have a better effect on the attack on the recommendation
effect.

4.3 Comparison of Two Screening Frameworks
for Netflix

This part of the experiment aims to measure the simulation
effect of the approximation framework on the greedy algo-
rithm framework. The specific experimental steps are as fol-
lows.

1. Randomly select five users as webmasters, set the total
budget to 50, and assign a random price between (5,30)
to each user.

2. Use the approximation framework and the greedy algo-
rithm framework to obtain the sequence of netroots s1
and s2, respectively.

3. Compare the repetition rate of the two sequences, and the
Kendall rank correlation coefficient of the repetition part.

The experimental results are shown in the following ta-
ble 1. The experimental results show that the approximation
framework simulates the greedy algorithm framework ex-
tremely well.

Order Repetition rate Krcc
1 100% 100%
2 100% 100%
3 100% 100%
4 100% 95%
5 100% 100%

Table 1: experiment 4.2 results table

5 Conclusion
In order to propose a reliable, effective and realistic Net-
flix list screening model with budget, this paper proposes a
Netflix list screening model with high generalizability, scal-
ability and applicability to different black box recommen-
dation models from the perspective of recommendation sys-
tem attack, considering various elements such as social net-
work, recommendation system and black box model influ-
ence. And the effectiveness of the model is proved through
experiments.
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